Capturing the Geometry of Object Categories
from Video Supervision
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Abstract—We propose an unsupervised method to learn the 3D geometry of object categories by looking around them. Differently
from traditional approaches, this method does not require CAD models or manual supervision. Instead, using only video sequences
showing object instances from a moving viewpoint, the method learns a deep neural network that can predict several aspects of the 3D
geometry of such objects from single images. The network has three components. The first is a Siamese viewpoint factorization
network that robustly aligns the input videos and learns to predict the absolute viewpoint of the object from a single image. The second
is a depth estimation network that performs monocular depth prediction. The third is a shape completion network that predicts the full
3D shape of the object from the output of the monocular depth prediction module. While the three modules solve very different task, we
show that they all benefit significantly from allowing networks to perform probabilistic predictions. This results in a self-assessment
mechanism which is crucial for obtaining high quality predictions. Our network achieves state-of-the-art results on viewpoint prediction,
depth estimation, and 3D point cloud estimation on public benchmarks.

Index Terms—monocular pose estimation, monocular depth estimation, point-cloud estimation, geometry reconstruction
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INTRODUCTION

is flat). However, statistical reconstructions are still possible

A remarkable ability of human vision is to reliably esti-
mate the 3D geometry of the visible objects, even from
single images. Reproducing this capability in artificial vision
systems has important and varied applications, such as
helping robots to interact with their surroundings, driving
autonomous cars through complex environments, or auto-
matically lifting 2D movies to three dimensions.
Nowadays, mature techniques such as structure-from-
motion (SfM) [1] and stereo vision [2] allow to reliably re-
construct the geometry of a particular scene given several im-
ages of it seen under sufficiently different viewpoints. Such
images may be extracted as the frames of a video sequence
captured by a moving camera, or collected from multiple,
independent cameras looking at the same scene, famously
including the example of unconstrained photos captured by
tourists [3]. These reconstruction algorithms are sufficiently
mature to be used in industrial applications. However, the
human visual system is arguably capable of solving a sig-
nificantly more complex reconstruction problem than these,
namely estimating the geometry of a scene from a single
image of it. While recovering geometry from multiple views
is a matter of exploiting well defined geometric properties
of the optical system formed by two or more cameras, the
single-view case is inherently ill-posed. A single image is
in fact insufficient to uniquely infer the shape of the objects
contained in it (e.g. it is not possible to distinguish between
an image of a 3D scene or the image of a photo of it, which is
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provided that one can exploit the regularity of the geometric
patterns that exist in the visual world.

An important source of regularity in 3D reconstruction,
and image understanding in general, is the existence of ob-
ject categories. The reason is that objects of the same category
usually have similar 3D shapes and share a common object-
centric coordinate frame. Thus, identifying an object in an
image provides a strong constraint in the reconstruction
process, significantly reducing uncertainty. However, doing
so requires to model and learn the distribution of possible
3D shapes of the objects of a given category, which is a
significant challenge in its own right.

Most approaches to learning 3D categories make use
of high quality but expensive supervision. CAD models
have been used to fully supervise models to recognize the
object viewpoint and 3D shape from a single image [4],
[5]. Alternatively, standard image datasets such as PASCAL
VOC [6], augmented with additional annotations such as
object segmentations and keypoints [7], have been used
as a supervisory signal. Whether synthetically generated
or manually collected, these annotations have helped to
overcome the significant challenges of learning 3D object
categories, by making available to the learner ground-truth
information about viewpoint, geometry, or both.

In this paper, we aim at significantly lowering the level
of supervision required to learn the 3D geometry of object
categories. In particular, we propose an unsupervised method
(Fig. 1) that replaces synthetic or manual supervision with
motion. Humans understand visual scenes by experiencing
them from different angles, as these diverse viewpoints
provide very strong cues on the geometry of specific object
instances. They can then generalize such cues to properties
of object categories in general. Our goal is to mimic such
interaction and learn the 3D geometry of object categories
using videos and no manual annotations.
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Fig. 1. We propose an architecture to learn the 3D geometry of object
categories from videos only, without manual annotations. Once learned,
the network can predict i) viewpoint, ii) depth, and iii) a point cloud, all
from a single image of a new object instance.

In order to automatically generate a supervisory signal
from videos, we apply SfM to individual video sequences
obtained from moving cameras looking at various instances
of a certain object category. As mentioned above, SfM per-
forms well for reconstructing individual object instances,
but it is insufficient to learn the shape of such objects in
general. Thus, the key challenge is to integrate sequence-
specific 3D reconstructions into a global geometric model
of the object category. This has to be done in a sufficiently
robust manner due to the significant level of noise in the SfM
reconstructions. To overcome this challenge, we propose
three key innovations.

The first innovation is viewpoint factorization, a new
method to automatically learn to align video sequences of
different object instances. Existing approaches to viewpoint
alignment [8], [9] try to match 3D shapes by matching
corresponding 3D features. We propose instead to learn a
network that estimates, given a single image at a time, the
absolute viewpoint of the object in the image. The network is
trained in a Siamese configuration so that the relative motion
between two images, which can be estimated using SfM,
is reconstructed by composition of the absolute viewpoints
estimated by the network. In other words, the relative
viewpoint is factorized by the network in the product of two
absolute viewpoints. We show that this training mechanism
implicitly and globally aligns different objects instances
while being simpler and more robust than alternatives.

The second innovation is an architecture that can gener-
ate a complete point cloud for a given object from only
a partial reconstruction obtained from monocular depth
estimation. This is based on a shape representation that
predicts the support of a point probability distribution in the
3D space, akin to a flexible voxelization and a corresponding
space occupancy map.
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The third innovation is a technique that allows neu-
ral networks to express uncertainty. More precisely, our
networks are designed to automatically predict probability
distributions associated to their outputs, which allows them
to learn from noisy annotations in a principled manner. We
show that, when this mechanism is used, the networks train
in a more robust manner.

All three contributions are leveraged by our proposed
architecture, a deep network composed of three modules
(Fig. 2). The first module estimates the absolute viewpoint
of objects. This aligns different object instances to a com-
mon reference frame where geometric relationships can be
modeled more easily. The second module estimates the 3D
shape of an object from a given viewpoint, producing a depth
map. The third module completes the depth map to a full 3D
reconstruction in a globally-aligned reference frame. Com-
bined and trained end-to-end without manual annotations,
from video sequences alone, these components constitute
our VpDR-Net network, which can jointly estimate the
viewpoint, the depth and the 3D reconstruction of any new
object instance from a single image.

This article is an extension and archival version of our
previous work [10]. It is organized as follows. Sec. 2 reviews
relevant literature. Sec. 3 presents the architecture as well
as the training strategy of VpDR-Net. Sec. 4 proposes a
novel probabilistic framework for improving the robustness
of the VpDR-Net learning process. Sec. 5 shares the learning
details. Sec. 6 validates our method empirically and sec. 7
summarizes and discusses our findings.

2 RELATED WORK

Capturing the geometry of an object category comprises sev-
eral subtasks, such as predicting the viewpoint, the depth,
and the 3D model of a novel object instance from a single
image. This section discusses relevant prior works in these
areas.

2.1 Viewpoint estimation

The vast majority of viewpoint estimation methods requires
full supervision. Most methods are trained with manual
pose annotations [11]-[17]. Full supervision can also be ob-
tained by levering CAD models [14], [18], [19]. In particular,
[19] automatically generates viewpoints together with ren-
dered images. This requires to have 3D object models readily
available. Both types of approaches rely on an expensive
source of supervision. Less supervised, the approach of [20]
produces a relative camera pose estimation but takes pairs
of images as input.

Only few works have trained models for viewpoint
estimation with videos sequences [8], [9]. In order to do
so, [8] leverages a generative graphical model to discover
object parts while [9] first reconstructs a 3D model per video
sequence and then aligns these models.

The task of aligning point clouds is far from trivial.
Most existing methods are highly sensitive to noise (see
a review in [21]) and require high quality reconstructions.
More robust to noise, [22] still requires to match objects of
the same shape. Sedaghat et al. [9] solve the shape alignment
problem using an appropriate global description of the point



clouds together with a global search strategy based on the
pairwise alignment of these point clouds. We depart from
this strategy by implicitly aligning point clouds as a part of
the training of our Siamese viewpoint factorization network.

2.2 Monocular depth estimation

Depth estimation has been tackled with a large variety of
approaches including structure from motion, shape-from-X,
or multi-view stereo. In this work, we focus on monocular
(i.e. single-view) depth estimation.

Many methods have cast monocular depth estimation as
a supervised learning problem, predicting the depth of each
pixel using models that have been trained on large datasets
annotated with pixel-level ground-truth depth [23]-[25].
Saxena et al. [26] propose a patch-based approach that
estimates the 3D location and orientation of local planes to
explain each patch, leveraging a dataset of laser scans for
training. The predictions are then combined together using
an MRE. Liu et al. [25] use a convolutional neural network to
learn the weights of the terms of the random fields. Ladicky
et al. [23] incorporate semantics into their model to refine
the pixel depth estimation. The approach of Karsch et al.
[27] retrieves whole depth images from a training set.

More recently, deep learning architectures have been suc-
cessfully trained for this task. Eigen et al. [24] use a two scale
deep network trained with pixel-level depth values. Some
works have combined deep architectures with random fields
[28] or considered different losses [29], [30].

All these approaches require high quality, pixel aligned,
ground truth depth maps at training time. Recently, several
works have tackled the problem of learning depth from
incomplete or no supervision. Training with image stereo
pairs is addressed in [31], [32]. Zhou et al. [33] further
decrease the level of supervision and learn a depth and ego-
motion predictor from unconstrained video sequences.

In this work, we train a neural network architecture
for this task using the supervision provided by the recon-
structions automatically obtained with an SfM algorithm. In
order to cope with the noise in the output of SfM, we devise
specific training mechanism including robust probabilistic
losses. Our depth predictions are then used to initialize the
ensuing 3D shape completion step.

2.3 3D shape prediction

The ability of recovering 3D geometry from a single image
is a long standing and challenging problem. Many class-
agnostic approaches have been proposed such as shape from
shading [34], [35] or from silhouette [36], [37]. Yet, knowing
the category of the object to reconstruct allows to leverage
useful prior information.

Methods that use a 3D model of the target object go
back to the seminal works of Roberts [38] and Lowe [39].
They recently regained popularity with the availability of
datasets of 3D CAD models [4], [15]. In one line of research,
methods estimate the 3D shape of objects by retrieving and
aligning the most similar 3D model from a CAD library
[40]-[43]. Other approaches leverage these 3D models to
train a network to directly predict the 3D shape of an object
in a fully supervised fashion. These methods differ in the
type of representation used for the predicted 3D shape. [44],
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[45] predict a voxel occupancy grid. [46] alleviates the high
memory footprint of the voxel-based methods by processing
only the voxel grid cells that are predicted to have non-zero
occupancy. The approaches from [47]-[49] predict surfaces
instead of voxel grids. More related to our approach, [50]
learns a variational auto-encoder which outputs a point
cloud approximating the surface of an object depicted in
a single input image. Yang et al. [51] propose a novel deep
point cloud predictor that iteratively folds an initial fixed
grid of 3D points. All these methods require handmade 3D
CAD models at train time.

2.4 Data-driven approaches for category specific 3D
reconstructions

Structure from motion (SftM) [1], [52], [53] can produce
high quality 3D reconstruction by matching features across
different views of the same instance. Matching between dif-
ferent instances of a category is much more challenging, and
SfM methods generally have difficulties handling the intra-
class variations. To overcome this issue, some approaches
combine SfM with manual annotations [36], [54], such as
keypoints [7], [55] to estimate a rough 3D geometry of
objects for unordered sets of images from the same class.

More recently, deep networks have been combined with
low-level geometry cues in order to learn category spe-
cific shape predictors. Rezende et al. [56] learn 3D struc-
tures from various levels of supervision, where the lowest
level comprises multiple views of an object. Similarly, [57]
exploits multi-view segmentation masks and depth maps
while [58], [59] use object silhouettes. All these works as-
sume knowledge of the ground truth camera viewpoint. In
this work we do not need any additional annotations as we
leverage motion cues.

3 PROPOSED ARCHITECTURE

We propose a single Convolutional Neural Network (CNN),
VpDR-Net, that learns a 3D object category by observing it
from a variable viewpoint in videos and with no supervision
(Fig. 2). The key insight is that, while videos do not solve
the problem of relating the 3D shape of different object
instances, they at least provide powerful if noisy cues about
the 3D shape of the individual instances.

At training time, VpDR-Net takes as an input a set of
K video sequences S, ..., S of an object category (such
as cars or chairs), where a video S = (fY, ..., f}vl) contains
N? RGB or RGBD frames f; € REXWXC (where C = 3
for RGB and C = 4 for RGBD data) and learns a model
of the 3D category. VpDR-Net, illustrated in Fig. 2, has
three components: i) a predictor ®,,(ff) of the absolute
viewpoint of the object implicitly aligning the different object
instances to a common reference frame (sec. 3.1.2); ii) a
monocular depth predictor ®gepn (ff) (sec. 3.2) and iii) a shape
predictor ®q(ff) that extends the depth map to a point
cloud capturing the complete shape of the object (sec. 3.3).
Learning starts by preprocessing videos to extract instance-
specific egomotion and shape information (sec. 3.1.1).

At test time, VpDR-Net takes a single image as input and
can estimate simultaneously the viewpoint, the depth map,
and the 3D reconstruction of the object contained in it.



3.1 Viewpoint prediction module
3.1.1 Preprocessing

Video sequences are pre-processed to extract from each
frame f/ a tuple (K{,gj, Dj) consisting of: (i) the camera
calibration parameters K, (ii) the camera pose g: € SFE(3),
and (iii) a depth map Di € RH*W associating a depth
value to each pixel of f/. The camera pose gi = (R:, T})
consists of a rotation matrix R € SO(3) and a translation
vector T} € R3. We use the convention that g! transforms
world-relative coordinates pworg € R® to camera-relative
coordinates, i.e. Pcamera = G Pworld-

We extract this information using off-the-shelf methods:
the structure-from-motion (SfM) algorithm COLMAP for
RGB sequences [60], [61], and an open-source implemen-
tation [62] of ORB-slam?2 (OS) [63] for RGBD sequences. The
information extracted from RGB or RGBD data is qualita-
tively similar, except that the scale of SfM reconstructions is
arbitrary.

3.1.2

Methods such as SfM or OS can reliably estimate camera
pose and depth information for single objects and indi-
vidual video sequences, but are not applicable to different
instances and sequences. In fact, their underlying assumption
is that geometry is fixed, which is true for single (rigid)
objects, but false when the geometry and appearance differ
due to intra-class variations.

Learning 3D object categories requires to relate their
variable 3D shapes by identifying and putting in correspon-
dence analogous geometric features, such as the object front
and rear. For rigid objects, such correspondences can be
expressed by rigid transformations that align occurrences of
analogous geometric features. The most common approach
for aligning 3D shapes, also adopted by [9] for video se-
quences, is to extract and match 3D feature descriptors.
Once objects in images or videos are aligned, the data can be
used to supervise other tasks, such as learning a monocular
predictor of the absolute viewpoint of an object [9].

One of our main contributions, described below, is to re-
verse this process by learning a viewpoint predictor without
explicitly matching 3D shapes. Empirically (sec. 6), we show
that, by skipping the intermediate 3D analysis, our method
is often more effective and robust than alternatives.

Intra-sequence alignment

Siamese network for viewpoint factorization. Geometric
analogies between 3D shapes can often be detected in image
space directly, based on visual similarity. Thus, we propose
to train a CNN @y, that maps a single frame i to its absolute
viewpoint g; = ®y,(ff) in the globally-aligned reference
frame. We wish to learn this CNN from the viewpoints
estimated by the algorithms of sec. 3.1.1 for each video se-
quence. However, these estimated viewpoints are not abso-
lute, but valid only within each sequence; formally, there are
unknown sequence-specific motions h* = (R?,T%) € SE(3)
that map the sequence-specific camera poses g; to global
poses g; = g;h'. Note that h* composes to the right: it
transforms the world reference frame and then moves it to
the camera reference frame.

To address this issue, we propose to supervise the net-
work using relative pose changes within each sequence, which
are invariant to the alignment transformation h‘. Formally,
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the transformation A’ is eliminated by computing the rela-
tive pose change of the camera from frame ¢ to frame t':

(g~ = guh' (B~ (g) ™! - ey
Expanding the expression with §i = (R, T}), we find
equations expressing the relative rotation and translation

(BT = RL(R)) @)
i — R (Ry) T =T — Ry (RY) ' T3 ©)

=g1/(g!)

Egs. (2) and (3) are used to constrain the training of a Siamese
architecture, which, given two frames t and t/, evaluates the
CNN twice to obtain estimates (R! T7) = Pyp(ff) and
(R, TY) = ®yp(f{). The estimated poses are then com-
pared to the ground truth ones, (R}, T}) and (R},,T},), in a
relative manner by using losses that enforce the estimated
poses to satisfy egs. (2) and (3):

(r(RL T, R,
(r(RETE R

) =||In Rtt’(Rit’)THF 4)
t’) = ”Ttt’ - tt/||2 ()

where In is the principal matrix logarithm and

=Ry, R = Ry (BT ©6)
Tpy =T} — Ry, TY, T/t = tZ/ - t/tTZ @)

Discussion. While this CNN is only required to correctly
predict relative viewpoint changes within each sequence, since
the same CNN is used for all videos, the most plausi-
ble/regular solution for the network is to assign similar
viewpoint predictions (R:, T{) to images viewed from the
same viewpoint, leading to a globally consistent alignment
of the input sequences. Furthermore, in a large family of
3D objects, different ones (e.g. SUVs and sedans) tend to be
mediated by intermediate cases. This is shown empirically
in sec. 6.

3.1.3 Scale ambiguity in StM

For methods such as SfM, there is an additional ambiguity:
reconstructions are known only up to sequence-specific scal-
ing factors A’ > 0, so that the camera pose is parametrized
as gi(\) = (RL,\'TY). This ambiguity leaves eq. (2) un-
changed, but eq. (3) becomes:
b= Ry Ty = N(T) — Ry TY) = Ty = AT,

During training, the amb1gu1ty can be removed from
loss (5) by dividing vectors T},, and T}, by their Buclidean
norm so A’ is not required to learn ®;. Yet, A’ is important
for depth prediction, so we estimate it as well. To do so, we
note that, given a pair of frames (¢,t') from sequence S*,
one can estimate the sequence scale as
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i, = HT;’ — t’fT ||
,

N ®)
IT7, — Ry T

This expression allows to conveniently estimate A’ as a
moving average during the training iterations, as sample
values of )\;t, can be computed for free when training ¢.,.
Note that A\’ = 1 for OS sequences with metric depth.
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3.1.4 Architecture

The viewpoint estimation branch ®,, of our network is
a convolutional architecture. Its lower part is shared be-
tween the viewpoint and the depth prediction branches.
It is a variant of ResNet-50 [64] with some modifications
to improve its performance as viewpoint predictor. First, in
order to decrease the degree of geometrical invariance of the
network, we replace all 1 x 1 downsampling filters with full
2 x 2 convolutions. We then add bilinear upsampling layers
that first resize features from three different layers of the
architecture (res2c, res3c, res4d) into fixed-size tensors and
then sum them in order to create a multiscale intermediate
image representation which resembles hypercolumns (HC)
[65]. An extension of Fig. 2 that illustrates these layers
responsible for the computation of the HC multiscale rep-
resentation can be found in Fig. 3.

The upper part of @, is specific to the viewpoint predic-
tion branch. HC is followed by 3 modified 3 x 3 downsam-
pling residual layers that produce the final viewpoint pre-
diction. While the standard downsampling residual layers
do not contain the residual skip connection due to different
sizes of the input and output tensors, here we retain the skip
connection by performing 3 x 3 average pooling over the
input tensor and summing the result with the result of the
second 3 X 3 downsampling convolution branch. We further
remove the ReLU after the final residual summation layer.
Fig. 4 contains an overview of the viewpoint estimation
module together with a detailed illustration of the modified
downsampling residual blocks.

3.2 Depth prediction branch

An estimation of the viewpoint of an object is already
a powerful geometrical cue allowing to relate it to a 3D

3x3 Downsampling residual block

3x3 Conv (stride 3)

L3

X256

3x3 Downsampling residual block

%
£
Z
z
]

Hypercolumn descriptor (HC)

Fig. 4. The architecture of ®p. Left:
the 3x 3 downsampling residual block.

the layers of ®y,. Right: detail of

scene. In this section, we describe the second branch of our
network, a depth prediction module that estimates the 3D
structure of the part of the object that is visible in the image.

Monocular depth prediction. The depth predictor module
D yepn of VpDR-Net takes individual frames fi and outputs
a corresponding depth map D, = Pepth fi), performing
monocular depth estimation. The depth map D is the
same size as the input image and gives, for each pixel, an
estimation of its distance from the camera.

In order to learn ®gepm a standard approach is to min-
imize a distance metric between the predicted depth D,
and the ground truth D,. Recently, [30] proposed to use
the BerHu loss - a reversed version of the Huber loss
which adaptively sets the cut-off threshold where the loss
transitions from the ¢; into the {5 part. Note that although
VpDR-Net does not use this type of loss, here we describe
the approach of [30] as it is later used as a non-probabilistic
baseline we compare against.

Architecture. The architecture of ®gepm, shares the early
HC layers with the viewpoint factorization network ®.,.
The remainder of the pipeline is based on the state-of-
the-art depth estimation method of [30]. More precisely,
the network is composed of two standard residual blocks,
two 2x2 up-projection layers similar to the ones from [30],
leading to a 64-dimensional representation of the same size
as the input image. These layers are followed by a 1x1
convolutional filter that predicts the depth map D;. This
is illustrated in Fig. 5.
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3.3 Point-cloud completion branch

Given any image f of an object instance, its aligned 3D
shape can be reconstructed by estimating and aligning its
depth map using the output of the viewpoint and depth
predictors of sec. 3.1.2 and 3.2. However, since a depth
map cannot represent the occluded portions of the object,
such a reconstruction can only be partial. In this section we
describe the third and last component of VpDR-Net, whose
goal is to generate a full reconstruction of the object, beyond
what is visible in the given view.

3.3.1 Partial point cloud

The first step is to convert the predicted depth map D r =
Pgepn (f) into a partial point cloud

Pr={p;j:j=1,...,HW?},

where (u;,v;) are the coordinates of a pixel j in the depth
map lA)f and K is the camera calibration matrix. Empir-
ically, we have found that the reconstruction problem is
much easier if the data is aligned in the global reference
frame established by VpDR-Net. Thus, we transform Pf
into a globally-aligned point cloud as pr = g—lﬁf, where
G = ®yp(f) is the camera pose estimated by the viewpoint-
prediction network.

3.3.2 Point cloud completion network

Next, our goal is to learn the point cloud completion part of
our network ®, that takes the aligned but incomplete point
Cf)uld pr and produces a complete object reconstruction
C. We do so by predicting a 3D occupancy probability
field. However, rather than using a volumetric method that
may require a discrete and fixed voxelization of space, we
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propose a simple and efficient alternative. First, the network
®,q predicts a set of M 3D points S = (31,...,80) € RIXM
that, during training, closely fit the ground truth 3D point
cloud C. This step minimizes the fitting error:

Lpa( S’ |C’| Z mm —Smlly- 9)

The 3D point cloud S provides a good coverage of the
ground truth object shape. However, this point cloud is
conservative and distributed in the vicinity of the ground
truth object. Thus, while this is not a precise representation
of the object shape, it works well as a support of a proba-
bility distribution of space occupancy. In order to estimate
the occupancy probability values, the network @pcl(ﬁf )
predicts additional scalar outputs

m=[{ceC:Vm': [[3m —clla < [|3m — cll2}] / |C|

proportional to the number of ground truth surface points
¢ € C for which the support point 5,, is the nearest neigh-
bor. The network is trained to compute a prediction 3m of
the occupancy masses ¢, by minimizing the squared error
loss £5(3,0) = Z% 1(5 — 67,)%. Here, raising d,, to the
power of v < 1 prevents overweighting the support points
with excessive probability masses which often correspond
to “sinks” for the distant outlier points. Furthermore, 7,
can be interpreted as a probability of at least one surface
point being present in the vicinity of s,,,. We set vy = 1/3 in
our experiments.

Given the network prediction (5,4) = <I)pc1(13fG ), the
completed point cloud is then defined as the subset of
points C that have suff1c1ent1y high occupancy, defined
as: C; = {4,, € S : b, > 7} where 7 is a confidence
parameter. The set C, can be further refined by using e.g. a
3D Laplacian filter to smooth out noise.

Architecture. The point cloud completion network ®,q is
modeled after PointNet [66], originally proposed to seman-
tically segment a point clouds. Here we adapt it to perform
a completely different task, namely 3D shape reconstruc-
tion. This is made possible by our model where shape is
represented as a cloud of 3D support points S and their
occupancy masses 9.

Differently from ®,, and ®gepwn, the point cloud comple-
tion network @, is not convolutional but uses a sequence
of residual fully connected layers to process the 3D points
in P¢, after appending an appearance descriptor to each
of them. A key step is to add an intermediate orderless
pooling operator to remove the dependency on the order
and number of input points.

In more details, the network starts by appending to each
3D point p; € PJ? C R3? an appearance descriptor a; and
processes this input with an MLP with an intermediate
pooling operator:

(S,6) = = MLP,

pool MLP(p;, a;)

(I)pcl(P)g)
1<i<|Pg|

The intermediate pooling operator, which is permutation
invariant, removes the dependency on the number and
order of input points Pf . In practice, the pooling operator



uses both max pooling and sum pooling, stacking the results
of the two.

For the appearance descriptors, recall that each point p;
is the back-projection of a certain pixel (u;,v;) in image f.
To obtain the appearance descriptor a; we reuse the HC
features from the core architecture and sample a column of
feature channels at location (u;, v;) using bilinear sampling.
Note that, following [67], the fully connected residual blocks
contain leaky-ReLUs with the leak factor set to 0.2. A dia-
gram depicting ®,q can be found in Fig. 6. The architecture
is configured to predict M = 10* points S.

Point cloud sub-sampling. During training the incomplete
point cloud pr is downsampled by randomly selecting
M = 10* points based on their depth prediction confidence
as estimated by ®gyepm. This allows the network to implicitly
discard background points (as these are assigned low confi-
dence by depth prediction). Due to this reason, at test time,
the point cloud sub-sampling is also used with M = 10%.

4 PROBABILISTIC LEARNING
4.1 Motivation

In the previous section we have presented a basic version
of our VpDR-Net network. Although such architecture can
be expected to converge and subsequently perform well in
standard fully-supervised settings, note that our supervi-
sory signal can contain a significant amount of noise as it
is obtained automatically by applying 3D reconstruction to
RGB or RBGD images with the COLMAP [60] and ORB-
slam? [63] algorithms respectively. Typically, reconstruction
methods fail for transparent regions or around specularities.

Hence, one of our key contributions, which is described
in this section, consists of allowing our VpDR-Net to ex-
plicitly express this uncertainty in the ground-truth and
subsequently use it in order to: (1) obtain more robust
training losses; and (2) enable our model to predict the
degree of reliability of the predictions.

In order to do so, we present a generic probabilistic
framework where, rather than directly predicting the target
values, we instruct our network to predict parameters of a
distribution that approximates the predicted values. Once
our regressor predicts such parameters, the actual output
value corresponds to the mean of the predicted distribution
(i.e. the most likely value of the distribution), while the
variance of the distribution defines how concentrated is the
probability mass around the most likely value, hence can be
interpreted as a degree of uncertainty.

In what follows, we present a probabilistic extension of
the architecture and original training losses described in the
previous section.

4.2 Probabilistic predictions for viewpoint estimation

Due to intrinsic ambiguities in the images or to errors in
the SfM supervision (caused for example by reflective or
textureless surfaces), the viewpoint prediction branch of our
network is occasionally unable to predict the ground truth
viewpoint accurately. We found beneficial to allow the net-
work to explicitly learn these cases and express uncertainty
as an additional input-dependent prediction.
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Recall that the viewpoint prediction branch @y, predicts
an absolute viewpoint g; = ®,(f{) for an input frame f;,
where the viewpoint is composed of a translation compo-
nent Tti and a rotation component Ri

For the translation part, we modify the network to pre-
dict the absolute pose T} as well as its associated confidence
score o 7. We then model the relative translation as a Gaus-
sian distribution with standard deviation or = 0T7 + O
and our model is now learned by minimizing the negatlve
log-likelihood L7 which replaces the loss {7:

L ( 16%)
————exp|——=—>% .
(271'0' )% P 20‘%

The rotation component is more complex due to the non-
Euclidean geometry of SO(3), but it was found sulfficient to
assume that the error term (4) has Laplace distribution and
optimize

(10)

1 l
ER:—lnC—exp (—i) JOR = 0pi, +0pi, (11)

R
where Cr = op(1 — exp(—o'T)) is a normalization term
ensuring that the probability distribution integrates to one
on the interval of attainable values of £z € [0, 7].

Note that this definition of the loss not only allows
to predict the degree of uncertainty, but it also allows to
increase the robustness of the training. This is because by
optimizing the losses Lr and L7 instead of /i and {7, the
network can discount gross errors by dividing the losses by
a large predicted variance.

Modification of the architecture. On top of the use of
different losses, the network architecture is slightly modified
to predict confidence scores. The hypercolumns module
remains unchanged. The upper part of ®,, is updated to
predict four values Tt , Rt, O and o 5 Riv instead of two. The
confidence scores O and o5 i are predlcted as the output
of a soft ReLU units to ensure p051t1V1ty

4.3 Probabilistic predictions for depth estimation

Estimating depth from a single image is inherently ambigu-
ous and requires comparing the image to internal priors
of the object shape. Additionally, our supervisory signal
is automatically generated from the SfM reconstructions,
leading to annotation errors, as discussed in sec. 4.2.

Similar to pose, we allow the network to explicitly learn
and express uncertainty about depth estimates by predicting
a posterior distribution over possible pixel depths. For ro-
bustness to outliers, we assume a Laplace distribution with
negative log-likelihood loss

[ N ) V2 |d; — N dy)
Lp = - - J J 12
D ]:Zl OA_dj OA_dj ) ( )

where d; is the noisy ground truth depth output by the
reconstruction algorithm (COLMAP or ORB-slam2) for a
given pixel 7, Jj and G4, are respectively the correspond-
ing predicted depth mean and standard deviation. Due to
a heavy presence of outliers in our ground truth depth
data, we selected the Laplace distribution because it is a
straightforward extension of the robust ¢; regression loss.



Fig. 7. Data augmentation. Training samples generated leveraging
monocular depth estimation (ours, top) and using depth from ORB-
slam2 (baseline, bottom). Missing pixels due to missing depth in red.

An alternative approach consisting of extending the /> loss
into a Gaussian distribution (as done in sec. 4.2) was not
considered because the #; loss is known to be more robust
to outliers than ¢>. We have not used an equivalent of the
Laplacian distribution for viewpoint prediction due to the
fact that its generalization to higher dimensions leads to
non-trivial distributions [68]. .

The loss £p depends on the relative scale A\*. For RGBD
images and the ORB-slam2 algorithm A\’ = 1. For RGB
images and SfM, A’ is estimated as explained in sec. 3.1.3.

Modification of the architecture. As before, the architecture
of Q)depth shares the early HC layers with the viewpoint
factorization network ®,,,. The remainder of the architecture
is slightly extended with a second 1x1 convolutional filter
that predict the confidence maps 64, to complement the first
1x1 convolutional filter predicting the depth map D;.

5 TRAINING THE MODEL

The two previous sections described our network in detail,
including the architecture of its three modules, respectively
responsible for the prediction of an absolute viewpoint, a
depth map, and a point cloud. These sections also discussed
appropriate losses to train the network. In particular, sec. 4
described how to equip the network with a probabilistic
introspection mechanism by training it with probabilistic
losses. In this section, we describe implementation details
that were found to be crucial for successfully training this
network. First, we show how we perform data augmenta-
tion for these geometric prediction tasks (sec. 5.1) and we
then provide technical details for reproducibility (sec. 5.2).

5.1 Geometry-aware data augmentation

As viewpoint prediction with deep networks benefits sig-
nificantly from large training sets [19], we increase the
effective size of the training videos by data augmentation.
This is trivial for tasks such as classification, where one can
translate or scale an image without changing its identity.
The same is true for viewpoint recognition if the task is to
only estimate the viewpoint orientation as in [17], [19], as
images can be scaled and translated without changing the
equivalent viewpoint orientation. However, this assumption
is not satisfied if, as in our case, the goal is to estimate all 6
DoF of the camera pose.

Inspired by the approach of [69], we propose to solve
this problem by using the estimated scene geometry to
generate new realistic viewpoints (Fig. 7). Given a sample frame
together with its global pose and depth map i.e. a triplet
(fi,gi, Di), we apply a random perturbation to the view-
point (with a forward bias to avoid unoccluding too many
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pixels) and use depth-image-based rendering (DIBR) [70] to
generate a new sample (f!, g%, D?), warping both the image
and the depth map, and computing the new global pose.

Sometimes the depth map D produced by the ORB-
slam2 algorithm contains too many holes to yield satisfac-
tory DIBR results (fig. 7, bottom); we found preferable to
use the depth lA)}; = Pgepn(fi) estimated by our network
which is less accurate but more robust, containing almost
no missing pixels (fig. 7, top).

5.2 Learning details

The VpDR-Net network is trained with stochastic gradient
descent with a momentum of 0.0005 and an initial learning
rate of 1072. The weights of the losses were empirically set
to achieve convergence on the training set.! When possi-
ble, convolutional filters were initialized with the ResNet50
weights pretrained on the ImageNet classification task. Note
that, for the motorbike category where the dataset mostly
contains extremely zoomed-in frames, we altered the pre-
dicted relative translations T}, = T}, — R.,, T} from eq. (7)
to use the ground truth provided rotation R;t, instead of
the predicted E;t,. In practice, this greatly improved the
convergence speed for this category.

Better convergence was observed by training VpDR-
Net in two stages. First, ®gepmn and @, were optimized
jointly, lowering the learning rate tenfold when no further
improvement in the training losses was observed. Then,
®,q is optimized after initializing the bias of its last layer,
which corresponds to an average point cloud of the object
category, by randomly sampling points from the ground
truth models.

Training minibatches were formed by first sampling a
video sequence from a uniform distribution and then ran-
domly picking an image from the sequence twice in order to
obtain the final image pair. The batch size was set to 8 image
pairs. In order to boost the invariance to input image noise,
we blur each training image with a Gaussian filter who's
variance is randomly sampled from the interval (0, 1].

6 EXPERIMENTS

In this section, after introducing the datasets we use in our
experimental evaluation (sec. 6.1), we assess our approach
on the three geometric inference tasks: viewpoint estimation
in sec. 6.2, depth prediction in sec. 6.3, and point cloud
prediction in sec. 6.4.

6.1 Datasets

Throughout the experimental section, we consider three
datasets for training and benchmarking our network.
FreiburgCars (FrC) [9] is a set of RGB video sequences
with the camera circling around 52 different models of cars.
The length of videos ranges from 30 seconds to 2 minutes.
Each video has been subsampled to roughly 1000 frames.
The Large Dataset of Object Scans (LDOS) dataset [71]
contains RGBD sequences of man-made objects. We consid-
ered the bike, chair, and motorbike categories. We used 126,

1. The exact values of the loss weights are: w(Lr) = w(Lg) = 0.001,
w(Lp) = 0.01, w(lye(S)) = 1000, w(€s) = 1, where w(L) is the
weight set for the loss L.



object class  test set manual annot. method ler lec 1 e'}"{'l 1 eTTEl T AP, 1 AP

Yes VPNet + Pascal3D 12.45 1.26 20.35 0.24 0.77 0.74

car Pascal3D  No VPNet + aligned LDOS ~ 49.62  32.29 85.45 0.84 0.15 0.00

No VpDR-Net (ours) 29.57 7.29 62.30 0.65 0.41 0.91

Yes VPNet + Pascal3D 21.63 4.14 39.61 0.48 0.45 0.82

Pascal3D No VPNet + aligned LDOS 55.55 41.06 90.94 0.88 0.18 0.00

chair No VpDR-Net (ours) 33.70 14.23 57.61 0.72 0.35 0.34

Yes VPNet + Pascal3D 49.09 8.06 81.57 0.90 0.18 0.00

LDOS No VPNet + aligned LDOS 40.18 0.60 86.95 0.81 0.24 0.27

No VpDR-Net (ours) 27.80 0.46 55.13 0.58 0.46 0.46

Yes VPNet + Pascal3D 21.74 2.64 34.95 0.43 0.56 0.98

Pascal3D  No VPNet + aligned LDOS ~ 140.21 5845 128.37 0.99 0.00 0.00

. No VpDR-Net (ours) 68.67 11.88  92.09 1.05 0.08 0.52
motorbike

Yes VPNet + Pascal3D 70.24 5.77 98.06 1.03 0.04 0.00

LDOS No VPNet + aligned LDOS ~ 132.77 1.38  113.09 0.95 0.00 0.01

No VpDR-Net (ours) 31.35 0.57 60.06 0.59 0.41 0.26

Yes VPNet + Pascal3D 23.76 3.09 46.29 0.59 043 0.95

Pascal3D No VPNet + aligned LDOS  114.51 3725 124.36 1.02 0.00 0.01

bi No VpDR-Net (ours) 81.84 24.35 91.27 1.15 0.00 0.05

icycle

Yes VPNet + Pascal3D 56.72 6.67 92.86 0.99 0.12 0.00

LDOS No VPNet + aligned LDOS  112.06 1.39  106.92 0.95 0.00 0.00

No VpDR-Net (ours) 51.25 0.77 76.26 0.81 0.11 0.14

TABLE 1

Viewpoint prediction. Angular error e,- and camera-center distance e.. for absolute pose evaluation, and relative camera rotation error e’¢! and
translation error e¢ for relative pose evaluation. AP, ,, and AP, evaluate absolute angular error and camera-center distance of the pose
predictions taking into account the associated estimate confidence values. VpDR-Net trained on unconstrained video sequences, is compared to
VPNet-unsupervised trained on the same video sequences, aligned with the method of [9] (VPNet + aligned LDOS), and a fully-supervised VPNet
(VPNet + Pascal3D). 1 (resp. |) means larger (resp. lower) is better.

77, and 102 videos for the chair, motorbike and bike classes
respectively. The average length of each video is 2383 frames
which corresponds to 79.5 seconds.

The Pascal3D dataset [15] is a standard benchmark for
pose estimation [17], [19]. For this dataset, we consider the
four previously mentioned categories: cars, bikes, chairs
and motorbikes. Following standard practice [17], [19] we
only use non-truncated and non-occluded images from each
category. We use the “train” set for training some of our
baseline networks and for estimation of the global align-
ment transform 7o (see sec. A and 6.2 for details) and
the held-out “val” set for evaluating performance of all the
considered approaches.

For viewpoint estimation, Pascal3D already contains
annotations. For LDOS, there are no such absolute view-
point annotations. To generate ground truth annotations for
evaluation, we manually aligned 3D reconstructions of 10
randomly-selected videos for each category and used 50
randomly-selected frames for each video as a test set.

For depth estimation, we evaluate on LDOS as it contains
high quality depth maps which provide a suitable ground
truth. We use the same 50 randomly selected frames from
our pool of test videos, similar to the viewpoint estimation.

For point cloud reconstruction, we use FrC and LDOS.
Ground truth point clouds for evaluation are obtained by
merging the SFM or RGBD depth maps from all frames of
a given test video sequence, picking 3 - 10* points using
random subsampling and farthest point sampling for FrC
and LDOS respectively. The point clouds were then post-
processed with a 3D Laplacian filter. For FrC, five videos
were randomly selected and removed from the train set,
picking 60 random frames per video for evaluation. For

LDOS the pose estimation test frames are used, i.e. the 50
frames extracted from the 10 test videos of each category.

6.2 Pose estimation

First, we evaluate the VpDR-Net viewpoint predictor on
the Pascal3D benchmark [15]. Unlike previous works [17],
[19] that focus on estimating the object/camera viewpoint
represented by a 3 DoF rotation matrix, we evaluate the full
6 DoF camera pose represented by the rotation matrix R
together with the translation vector 7T'.

Adjusting the Pascal3D annotations. In Pascal3D, the
camera poses are expressed relatively to the whole scenes
instead of the objects themselves, so we adjust the dataset
annotations. We crop every object using bounding box an-
notations after reshaping the box to a fixed aspect ratio,
and resize the crop to 240 x 320 pixels. The camera pose
is adjusted to the cropped object using the P3P algorithm
to minimize the reprojection error between the camera-
projected vertices of the ground truth CAD model and the
original projection after cropping and resizing.

Absolute pose evaluation. We first evaluate absolute cam-
era pose estimation using two standard measures: the angu-
lar error ez = 272 || In R*R7 || between the ground truth
camera pose R* and the prediction R, as well as the camera-
center distance e = ||C' — C*||, between the predicted
camera center C' and the ground truth C*. Following the
common practice [17], [19] we report median er and ec
over all pose predictions on each test set.

Note that, while object viewpoints in Pascal3D and our
method are internally consistent for a whole category, they
may still differ between them by an arbitrary global 3D sim-
ilarity transformation. Thus, the two sets of annotations are
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Fig. 8. Viewpoint prediction. Qualitative comparison between our VpDR-Net and the baseline VPNet architecture trained on Freiburg Cars / LDOS
aligned with the method from [9] (VPNet-unsupervised). For each of the 4 considered object classes, the five most confident viewpoint predictions
are visualized (sorted by the predicted confidence from left to right). Each predicted viewpoint is used to align the Pascal3D ground truth CAD

model with the corresponding image.
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Fig. 9. Monocular depth prediction. Visualization of the predicted depth and confidence for different input images of the 4 considered classes.
Depth maps are filtered by removing low confidence pixels. Lighter color corresponds to more confident regions.

lern  lec leg! lef 1AP, TAP
Test set: LDOS - chair
VpDR-Net (ours) 27.80 0.46 55.13 0.58 0.46 0.46
VpDR-Net-NoAug  28.35 0.51 55.46 0.61 0.46 0.38
VpDR-Net-NoDepth 31.60 0.53 60.79 0.66 0.41 0.33
VpDR-Net-NoProb  68.74 0.83 85.78 0.89 0.05 0.06
Test set: Pascal3D - chair
VpDR-Net (ours) 33.70 14.23 57.61 0.72 0.35 0.34
VpDR-Net-NoAug  33.96 15.26 67.12 0.79 0.37 0.29
VpDR-Net-NoDepth 35.34 18.78 68.68 0.85 0.30 0.14
VpDR-Net-NoProb  63.13 56.72 86.15 1.08 0.03 0.00
TABLE 2

Viewpoint prediction. Different flavors of VpDR-Net with removed
components to evaluate their respective impact. All variations of
VpDR-Net were trained on the LDOS videos of the chair class.
1 (resp. |) means larger (resp. lower) is better.

aligned by a single global similarity 7 before assessment.
The method for estimating 7¢ is detailed in sec. A.

Relative pose evaluation. To assess methods with measures
independent of 7 we also evaluate: (1) the relative rotation
error between pairs of ground truth relative camera motions
R}, and the correspondmg predicted relative motions Ry
given by el = 22|/ In R}, R}, || and (2) the normalized
relative translation error el = || Ty — T7 |2, where both
Ttt/ and T};, are Ez—normahzed so the measure is invariant
to the scaling component of 7. We report the median errors
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Fig. 10. Monocular depth prediction. Cumulative RMS depth recon-
struction error for the LDOS data, when pixels are ranked by the pre-
dicted pixel-wise confidence.

over all possible image pairs in each test set.

Pose prediction confidence evaluation. A feature of our
model is to produce confidence scores with its viewpoint
estimates. We evaluate the reliability of these scores by
correlating them with viewpoint prediction accuracy. In
order to do so, predictions are divided into “accurate”
and “inaccurate” by comparing their errors er and ec to



thresholds (set to er = § following [17], [19] and ec = 15
and 0.5 for Pascal3D or LDOS respectively). Predictions
are then ranked by decreasing confidence scores and the
average precisions AP, ,, and AP, of the two ranked lists
are computed.

Baselines. We compare our viewpoint predictor to a strong
baseline, called VPNet, trained using absolute viewpoint
labels. VPNet is a ResNet50 architecture [64] with the final
softmax classifier replaced by a viewpoint estimation layer
that predicts the 6 DoF pose g:. Following [17], rotation
matrices are decomposed in Euler angles, each discretized
in 24 equal bins. This network is trained to predict a softmax
distribution over the angular bins and to regress a 3D vector
corresponding to the camera translation 7. In order to attach
a confidence measure to these predictions, empirically we
found that it was beneficial to use the average softmax value
across the three max-scoring Euler angles.

We test both an unsupervised and a fully-supervised
variant of VPNet. VPNet-unsupervised is comparable to
our setting and is trained on the output of the global cam-
era poses estimated from the videos by the state-of-the-art
sequence-alignment method of [9]. In the fully-supervised
setting, VPNet is trained by using ground-truth global cam-
era poses provided by the Pascal3D training set.

Quantitative results. Table 1 compares VpDR-Net to the
VPNet baselines. First, we observe that our baseline
VPNet-unsupervised is very strong, as we report egp =
49.6 error for the full rotation matrix, while the original
method of [9] reports an error of 61.5 just for the az-
imuth component. Nevertheless, VpDR-Net outperforms
VPNet-unsupervised in all the cases. The most significant
difference in performance can be observed for the motorbike
and bicycle classes. Here, the primary reason for the perfor-
mance drop of VPNet-unsupervised is the inability of the
alignment method from [9] to cope with an absence of the
ground plane which is the case for the bicycle and motorbike
point clouds. This shows the advantage of the proposed
viewpoint factorization method compared to aligning 3D
shapes as in [9]. Furthermore, the unsupervised VpDR-
Net significantly reduces the gap with fully-supervised
VPNet. We also observe that the confidence scores esti-
mated by VpDR-Net are significantly more correlated with
the accuracy of the predictions than the softmax scores in
VPNet-unsupervised, providing a reliable self-assessment
mechanism. A qualitative comparison between VpDR-Net
and the VPNet-unsupervised baseline are shown in Fig. 8.

Ablation study. We evaluate the importance of the different
components of VpDR-Net by turning them off and mea-
suring performance on the chair class. In Table 2, VpDR-
Net-NoProb replaces the robust probabilistic losses Lz and
L7 with their non-probabilistic counterparts ¢ and {7,
and confidence predictions are replaced with random scores
for AP evaluation. VpDR-Net-NoDepth removes the depth
prediction and point cloud prediction branches during train-
ing, retaining only the @, subnetwork. VpDR-Net-NoAug
does not use the data augmentation mechanism of sec. 5.1.

We observe a significant performance drop when each of
the components is removed. This confirms the importance
of all contributions in the network design.

Additional experiments. We conducted more comparisons
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Method ‘ AVP (4 bins) per object class

chair  bicycle = mbike car
VpDR-Net (ours) 16.6 239 30.1 334
VPNet-unsupervised [9] 12.7 24.5 19.8 294
3D-DPM [73] 6.1 439 31.8 36.9
Vps & Kps [17] 251 59.4 61.1 55.2
TABLE 3

Joint viewpoint prediction and object detection on Pascal3D reporting
the AVP measure on the validation set. 3D-DPM and Vps & Kps are
fully supervised approaches while our VpDR-Net and the
VPNet-unsupervised baseline do not require manual annotations.

to the state of the art on the unaltered Pascal3D dataset,
reporting the Average Viewpoint Precision (AVP) measure
on the validation set as in [15]. Since AVP requires an object
detector, we use the same set of RCNN [72] detections as
in [17]. In order to estimate 7, we use the ground truth
annotations from the training set. Due to the additional
noise brought by the global alignment 7 we report results
for the coarsest level of 4 orientation bins.

The results are summarized in Table 3. VpDR-Net out-
performs VPNet-unsupervised on 3 out of 4 classes while
being comparable to the fully supervised 3D-DPM [73] on 3
out of 4 classes as well.

6.3 Depth prediction

We evaluate the monocular depth prediction module of
VpDR-Net and in particular its ability to self-predict the
quality of its prediction. These experiments are conducted
on the test set of LDOS, since FrC does not contain ground-
truth depth annotations.

The depth prediction VpDR-Net is compared against
three baselines: VpDR-Net-Rand uses VpDR-Net to esti-
mate depth but predicts random confidence scores. BerHu-
Net is a variant of the state-of-the-art depth prediction
network from [30] based on the same ®4¢pm subnetwork as
VpDR-Net (but dropping ®,q and ®,;,). Following [30], for
training it uses the BerHu depth loss and a dropout layer,
which allows it to produce a confidence score of the depth
measurements at test time using the sampling technique
of [74]. Finally, BerHu-Net-Rand is the same network, but
predicting random confidence scores.

Quantitative results. Results are presented in Fig. 10, for the
three LDOS categories. This figure shows the cumulative
root-mean-squared (RMS) depth reconstruction error, after
sorting pixels by their confidence as estimated by the net-
work. We observe that, by fitting better to inlier pixels and
giving up on outliers, VpDR-Net produces a much better
estimate than alternatives for the vast majority of pixels on
all considered classes. Our confidence mechanism is more
effective in the case of motorbike and bicycle classes which
is probably caused by the lower reliability of the ground
truth signal obtained by using the IR depth sensor in a
suboptimal outdoor setting.

Qualitative results. Fig. 9 shows qualitative results. In the
case of chair, motorbike and bicycle depth predictions, we
can observe higher uncertainty on the metallic surfaces (e.g.
bicycle frames and legs of chairs) or areas lying on the
boundaries of the objects. This is expected since the depth
sensor provides erroneous signal in these cases. Similarly for
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I mDy T mVIoU
Object class chair bicycle mbike car chair bicycle mbike  car
dataset LDOS LDOS LDOS FrC LDOS LDOS LDOS FrC
Aubry et al. [41] 0.49 0.69 0.84 041 0.04 0.04 0.04 0.21
VpDR-Net-Fuse (ours) 0.25 0.28 0.37 0.23 0.14 0.12 0.13 0.29
VpDR-Net (ours) 0.25 0.32 040 0.23 0.14 0.12 0.13 0.29
VpDR-Net-Ps 0.43 0.53 071 0.56 0.09 0.09 0.05 0.11
VpDR-Net-S 0.39 1.23 044 0.70 0.11 0.09 0.11 0.16
VpDR-Net-Chamfer 0.19 0.23 032 0.24 0.10 0.07 0.08 0.20
TABLE 4

Point cloud prediction. Comparison between different variants of VpDR-Net and the method of Aubry et al.

Fig. 11. Point cloud prediction. For every input image of an unseen object instance (left), ground-truth point cloud reconstruction using the full
video sequence (top) and VpDR-Net point cloud prediction (bottom). For each reconstruction we show three different angles for better visualization.

the depth estimation of cars, the main modes of uncertainty
can be observed on the specular areas (e.g. the bodywork)
which is the case where ground truth providing multi-view
stereo algorithm often fails.

6.4 Point cloud prediction

In this last set of experiments, we evaluate the point cloud
completion module of VpDR-Net. The evaluation was con-
ducted on the test sets of FrC and LDOS by comparing the
predicted point clouds to the ground truth ones which were
obtained as explained in sec. 6.1.

Evaluation measures. We use two evaluation measures:
(1) the voxel intersection-over-union (VIoU) measure that
computes the Jaccard similarity between the volumetric
representations of C and C, and (2) the normalized point
cloud distance of [75]. We average these measures over the
test set leading to mVIoU and mD),;. The normalized point
cloud distance of [75] is computed as

Z mm llé — ]l +
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For the VIoU measure, a voxel grid is setup around each
ground truth point-cloud C' by uniformly subdividing C’s
bounding volume into 30° voxels.

The point clouds are compared within the local coordi-

nate frames of each frame’s camera (whose focal length is

assumed to be known). Furthermore, since the SfM recon-
structions are known only up to a global scaling factor, we
adjust each point cloud prediction C from the FrC dataset by
multiplying it with a scaling factor ¢ that aligns the means
of C'and C. Note that ¢ can be computed analytically with:
_ HeHe
C= T
Heale

, where

e = ﬁ e, ec Cm is the centroid of the point cloud C.

Baselines. VpDR-Net is compared against the approach
of Aubry et al. [41] using their code. [41] is a 3D CAD
model retrieval method which first trains a large number
of exemplar models which, in our case, are represented by
individual video frames with their ground truth 3D point
clouds. Then, given a testing image, [41] detects the object
instance and retrieves the best matching model from the
database. We align the retrieved point cloud to the object
location in the testing image using the P3P algorithm.

For our VpDR-Net, we evaluate several different flavors:
the original VpDR-Net that predicts the point cloud C,
VpDR-Net-Fuse which further merges C with the predicted
partial depth map point cloud Pf, VpDR-Net-Pf which
only predicts the partial point cloud Pf, VpDR-Net- S that
predicts the raw unfiltered and untruncated point cloud S
and finally VpDR-Net-Chamfer which removes the density



predictions 6 and replaces lpcl(S’ ) with a Chamfer distance
loss as explained in [50].

Quantitative results. Table 4 shows that our reconstructions
significantly outperform [41] on both metrics for both LDOS
and FrC. Fusing the results with the original depth map
produces a denser point cloud estimate and improves the
results for some classes. The drops in performance by pre-
dicting solely the raw and partial point clouds Py and S
emphasize the importance of the point cloud completion
and density prediction components respectively. The Cham-
fer distance loss brings marginal improvements in D, but
a significant decrease of VIoU due to the inability of the
network to represent and discard outliers. Furthermore, as
in [50], we have observed that the network tends to predict
an average model of the object category with a limited
amount of shape variation.

Qualitative results. Qualitative results are shown in Fig. 11.
We can observe that in the case of chair and motorbike
reconstructions, which are the classes with a large number
of training videos and relatively clean ground truth point
clouds, the reconstructions exhibit a large amount of details
that allow to distinguish different geometric styles (e.g. an
enduro vs a chopper). For the car reconstructions, where the
number of training videos is lower and the ground truth
point clouds are noisy due to erroneous SfM multi-view
stereo depth, our model trades off statistical sensitivity for
increased smoothness of the predictions.

7 CONCLUSION

In this work, we have considered the problem of predicting
the 3D geometry of an object from a single image. We
have demonstrated that motion cues can replace manual
annotations and synthetic data for learning the geometry
of object categories, and that the learned model success-
fully generalizes to new unseen instances, predicting the
viewpoint, the depth and the shape of that new instance.
Learning from motion cues is enabled by two innovations,
a new image-based viewpoint factorization method and a
new probabilistic shape representation, which we leveraged
in a single neural network that simultaneously performs the
three prediction tasks. As a third innovation, we have also
demonstrated that allowing predictors to explicitly express
uncertainty leads to significantly more robust learning. We
validated our approach on four object categories demon-
strating performance superior to existing approaches.
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APPENDIX A

In this section, we detail the procedure from sec. 6.2 that
estimates the global alignment transformation 7g. Given
a set of ground truth camera poses g = (R},T;) and
the corresponding predictions §; = (R;,T;), we want to
estimate a global similarity transform 7¢ = (Rg, g, sa),
parametrized by a scale s¢ € R, translation T € R3 and
rotation Rg € SO(3), such that the coordinate frames of g
and g; become aligned.

In more detail, the desired global similarity transform
satisfies the following equation:

Ri(ReX +Tg) +sc¢Ty = REX + T ; VX (13)

i.e. given an arbitrary world-coordinate point X € R3, its
projection into the coordinate frame of g; (the right part
of eq. (13)) should be equal to the projection of X into the
coordinate frame of g; after transforming X with Rg, T
and scaling the corresponding camera translation vector 7}
with sg (the left side of eq. (13)). Note that for LDOS data
Te corresponds to a rigid motion and s¢ = 1. Given 7¢, the
. . ~adjust . ~adjust *

adjusted camera matrices g; for which g; ~ g are
then computed with

gi-id]uSt = (RiRg, RZ‘TG + SGT,;).

3

In order to estimate 7, X is substituted in eq. (13)
with X = Cf = —R:TTr, ie. X is set to be the center
of the ground truth camera g; which is a valid point of the
world coordinate frame. After performing some additional

manipulations, we end up with the following constraint:
1 1 .
Vi: —RgC{+ —Tg =0, (14)
e sG

where C; = —R?Ti is the center of the predicted camera
gi- Given the corresponding camera pairs {(g}, g:)}¥, the
constraint in eq. (14) is converted to a least squares mini-
mization problem:

N
argmin Z
Re,Ta,sa ;1
and solved using the UMEYAMA algorithm [76].

For Pascal3D we estimate 7¢ from the held-out training
set and later use it for evaluation on the test set. For LDOS,
due to the absence of a held-out annotated training set, we
estimate 7 on the test set.

2
(15)

1 1 N
—RcCi+ —T¢ —C;
sa sa
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